Lecture 12: Dynamos

1 Roberts flow dynamos

Roberts (1972) investigated four incompressible spatially periodic steady flows with regard to their dynamo properties. More precisely, the flows vary periodically in the $x$ and $y$ directions, but are independent of $z$. We may write the corresponding velocities $\mathbf{u}$ so that the components $u_x$ and $u_y$ have in all four cases the form

$$u_x = v_0 \sin k_0 x \cos k_0 y, \quad u_y = -v_0 \cos k_0 x \sin k_0 y,$$

while the components $u_z$ are different and given by

$$u_z = w_0 \sin k_0 x \sin k_0 y \quad \text{(flow I)},$$
$$u_z = w_0 \cos k_0 x \cos k_0 y \quad \text{(flow II)},$$
$$u_z = \frac{1}{2} w_0 (\cos 2k_0 x + \cos 2k_0 y) \quad \text{(flow III)},$$
$$u_z = w_0 \sin k_0 x \quad \text{(flow IV)},$$

where $v_0$, $w_0$, and $k_0$ are constants. In all four cases, Roberts found conditions under which dynamo action is possible, that is, magnetic fields may grow. The resulting magnetic fields survive $xy$ averaging and are therefore amenable to mean-field treatment!

![Figure 1](https://example.com/figure.png) Growth of $B_{\text{rms}}$ and the instantaneous growth rate.

2 Turbulent dynamos

"Playing" with kinematic flow dynamos has only limited usefulness. Real dynamos are nonlinear, so the magnetic field acts back on the flow and leads to saturation (and sometimes more complicated and unexpected phenomena).

An important diagnostics of turbulence in general are the kinetic and magnetic energy spectra. In incompressible (or nearly incompressible) isotropic turbulence one usually defines the spectral energy per
unit mass, 
$$\eta \sim (\nu k)^{-1} \sim 10^4 \text{yr},$$
$$\sim 10^4 \text{yr},$$
$$E(k,t) = \sum_{k_-<|k|\leq k_+} |\hat{u}(k,t)|^2,$$
$$E(\mathbf{k},t) = \sum_{k_-<|\mathbf{k}|\leq k_+} |\hat{u}(\mathbf{k},t)|^2,$$
$$k_\pm = k \pm \delta k/2$$ mark a constant linear interval around wavenumber $k$, and the hat on $u$ denotes the three-dimensional Fourier transformation in space. The spectral kinetic energy is normalized such that
$$\int_0^\infty E(k) \, dk = \frac{1}{2}(u^2),$$
where angular brackets denote volume averaging. This equation shows that the dimension of $E(k,t)$ is cm$^3$s$^{-2}$, and $E(k)$ can be interpreted as the kinetic energy per unit mass and wavenumber.

Equivalent concepts and definitions also apply to the magnetic field $\mathbf{B}$, where one defines spectra of magnetic energy $M(k)$, magnetic helicity $H(k)$, and current helicity $C(k)$, which are normalized such that $\int M(k) \, dk = \langle B^2 \rangle/2\mu_0$, where $\mu_0$ is the vacuum permeability, $\int H(k) \, dk = \langle \mathbf{A} \cdot \mathbf{B} \rangle$, and $\int C(k) \, dk = \langle \mathbf{J} \cdot \mathbf{B} \rangle$. Here, $\mathbf{A}$ is the magnetic vector potential with $\mathbf{B} = \nabla \times \mathbf{A}$ and $\mathbf{J} = \nabla \times \mathbf{B}/\mu_0$ is the current density. The magnetic helicity and its spectrum are gauge-invariant because of the assumed periodicity of the underlying domain. In that case the addition of a gradient term, $\nabla \Lambda$, in $\mathbf{A}$ has no effect, because $(\nabla \Lambda \cdot \mathbf{B}) = \langle \Lambda \nabla \cdot \mathbf{B} \rangle = 0$, where we have used the condition that $\mathbf{B}$ is solenoidal.

Figure 2: Left: Compensated time-averaged spectra of kinetic and magnetic energy, as well as of kinetic and magnetic helicity, for a run with $\text{Re}_M = 600$. Right: Visualization of $\mathbf{B}_z$ on the periphery of the computational domain for a run with $\text{Re}_M = 600$ and a resolution of $512^3$ mesh points. Note the clear anisotropy with structures elongated in the direction of the field.

3 In the wake of Cowling’s antidynamo theorem

In the wake of Cowling’s antidynamo theorem\(^2\) the Herzenberg dynamo played an important role as an early example of a dynamo where the existence of excited solutions could be proven rigorously. The Herzenberg dynamo does not attempt to model an astrophysical dynamo. Instead, it was complementary to some of the less mathematical and more phenomenological models at the time, such as Parker’s migratory dynamo as well as the observational model of Babcock, and the semi-observational model of Leighton, all of which were specifically designed to describe the solar cycle.

\(^2\)Larmor proposed in 1919 that the solar field might be generated by a self-excited dynamo. However, in 1933 Cowling published his antidynamo theorem, which states that two-dimensional (axisymmetric) magnetic fields cannot be sustained by dynamo action. Larmor (1934) responds to Cowling (1933) with the words “The view that I advanced briefly and tentatively long ago, which has come to be referred to as, perhaps too precisely, the self-exciting dynamo analogy, is still, so far as I know, the only foundation on which a gaseous body such as the Sun could possess a magnetic field: so that if it is demolished there could be no explanation of the Sun’s magnetism even remotely in sight.”


4 Fast dynamos: the stretch-twist-fold picture

An elegant heuristic dynamo model illustrating the possibility of fast dynamos is what is often referred to as the Zeldovich ‘stretch-twist-fold’ (STF) dynamo (see Figure 3). We briefly outline it here, as it illustrates nicely several features of more realistic dynamos.

The dynamo algorithm starts with first stretching a closed flux rope to twice its length preserving its volume, as in an incompressible flow (A→B in Figure 3). The rope cross-section then decreases by factor two, and because of flux freezing the magnetic field doubles. In the next step, the rope is twisted into a figure eight (B→C in Figure 3) and then folded (C→D in Figure 3) so that now there are two loops, whose fields now point in the same direction and together occupy a similar volume as the original flux loop. The flux through this volume has now doubled. The last important step consists of merging the two loops into one (D→A in Figure 3), through small diffusive effects. This is important in order that the new arrangement cannot easily undo itself and the whole process becomes irreversible. The newly merged loops now become topologically the same as the original single loop, but now with the field strength scaled up by factor 2.

Repeating the algorithm \( n \) times, leads to the field in the flux loop growing by factor \( 2^n \), or at a growth rate \( \sim \ln 2/T \) where \( T \) is the time for the STF steps. This makes the dynamo potentially a fast dynamo, whose growth rate does not decrease with decreasing resistivity. Also note that the flux through a fixed ‘Eulerian surface’ grows exponentially, although the flux through any Lagrangian surface is nearly frozen; as it should be for small diffusivities.

The STF picture illustrates several other features: first we see that shear is needed to amplify the field at step A→B. However, without the twist part of the cycle, the field in the folded loop would cancel rather than add coherently. To twist the loop the motions need to leave the plane and go into the third dimension; this also means that field components perpendicular to the loop are generated, albeit being strong only temporarily during the twist part of the cycle. The source for the magnetic energy is the kinetic energy involved in the STF motions.

Most discussions of the STF dynamo assume implicitly that the last step of merging the twisted loops can be done at any time, and that the dynamo growth rate is not limited by this last step. This may well be true when the fields in the flux rope are not strong enough to affect the motions, that is, in the kinematic regime. However as the field becomes stronger, and if the merging process is slow, the Lorentz
forces due to the small scale kinks and twists will gain in importance compared with the external forces associated with the driving of the loop as a whole. This may then limit the efficiency of the dynamo.

In this context one more feature deserves mentioning: if in the STF cycle one twists clockwise and folds, or twists counter-clockwise and folds one will still increase the field in the flux rope coherently. However, one would introduce opposite sense of writhe in these two cases, and so opposite internal twists. So, although the twist part of the cycle is important for the mechanism discussed here, the sense of twist can be random and does not require net helicity. This is analogous to a case when there is really only a small scale dynamo, but one that requires finite kinetic helicity density locally. We should point out, however, that numerical simulations have shown that dynamos work and are potentially independent of magnetic Reynolds number even if the flow has zero kinetic helicity density everywhere.

If the twisted loops can be made to merge efficiently, the saturation of the STF dynamo would probably proceed differently. For example, the field in the loop may become too strong to be stretched and twisted, due to magnetic curvature forces. Another interesting way of saturation is that the incompressibility assumed for the motions may break down; as one stretches the flux loop the field pressure resists the decrease in the loop cross-section, and so the fluid density in the loop tends to decrease as one attempts to make the loop longer. (Note that it is $B/\rho$ which has to increase during stretching.) The STF picture has inspired considerable work on various mathematical features of fast dynamos and some of this work can be found in the book by Childress and Gilbert which in fact has STF in its title!

5 Fast ABC-flow dynamos

ABC flows are solenoidal and fully helical with a velocity field given by

$$U = \begin{pmatrix} C \sin kz + B \cos ky \\ A \sin kx + C \cos kz \\ B \sin ky + A \cos kx \end{pmatrix}.$$  (8)

When $A$, $B$, and $C$ are all different from zero, the flow is no longer integrable and has chaotic streamlines. There is numerical evidence that such flows act as fast dynamos. The magnetic field has very small net magnetic helicity. This is a general property of any dynamo in the kinematic regime and follows from magnetic helicity conservation. Even in a nonlinear formulation of the ABC flow dynamo problem, where the flow is driven by a forcing function similar to Equation (1), the net magnetic helicity remains unimportant. This is however not surprising, because the development of net magnetic helicity requires sufficient scale separation, i.e. the wavenumber of the flow must be large compared with the smallest wavenumber in the box ($k = k_1$). If this is not the case, helical MHD turbulence behaves similarly to nonhelical turbulence. A significant scale separation also weakens the symmetries associated with the flow and the field, and leads to a larger kinematic growth rate, more compatible with the turnover time scale.

Most of the recent work on nonlinear ABC flow dynamos has focused on the case with small scale separation and, in particular, on the initial growth and possible saturation mechanisms. In the kinematic regime, these authors find a near balance between Lorentz work and Joule dissipation. The balance originates primarily from small volumes where the strong magnetic flux structures are concentrated. The net growth of the magnetic energy comes about through stretching and folding of relatively weak field which occupies most of the volume. The mechanism for saturation could involve achieving a local pressure balance in these strong field regions.

6 Mean-field electrodynamics

In 1955 Parker first proposed the idea that the generation of a poloidal field, arising from the systematic effects of the Coriolis force (Figure 1), could be described by a corresponding term in the induction equation,

$$\frac{\partial \overline{B}_{\text{pol}}}{\partial t} = \nabla \times (\alpha \overline{B}_{\text{tot}} + ...).$$  (9)

It is clear that such an equation can only be valid for averaged fields (denoted by overbars), because for the actual fields, the induced electromotive force (EMF) $U \times B$, would never have a component in the direction of $B$. While being physically plausible, this approach only received general recognition
Figure 4: Production of positive writhe helicity by an upris

Figure 4: Production of positive writhe helicity by an upris and expanding blob tilted in the clockwise
direction by the Coriolis force in the southern hemisphere, producing a field-aligned current $\mathbf{J}$ in the
opposite direction to $\mathbf{B}$.

and acceptance after Roberts and Stix (1972) translated the work of Steenbeck, Krause, Rädler (1966)
into English. In those papers the theory for the $\alpha$ effect, as they called it, was developed and put on
a mathematically rigorous basis. Furthermore, the $\alpha$ effect was also applied to spherical models of the
solar cycle (with radial and latitudinal shear) and the geodynamo (with uniform rotation).

In mean field theory one solves the Reynolds averaged equations, using either ensemble averages,
toroidal averages or, in cases in Cartesian geometry with periodic boundary conditions, two-dimensional
(e.g. horizontal) averages. We thus consider the decomposition

$$ U = \overline{U} + u, \quad B = \overline{B} + b. $$

(10)

Here $\overline{U}$ and $\overline{B}$ are the mean velocity and magnetic fields, while $u$ and $b$ are their fluctuating parts. These
averages satisfy the Reynolds rules,

$$ U_1 + U_2 = \overline{U}_1 + \overline{U}_2, \quad \overline{U} = \overline{U}, \quad \overline{U}u = 0, \quad \overline{U} \overline{U} = \overline{U} \overline{U}, $$

(11)

$$ \frac{\partial U}{\partial t} = \frac{\partial \overline{U}}{\partial t}, \quad \frac{\partial U}{\partial x_i} = \frac{\partial \overline{U}}{\partial x_i}. $$

(12)

Some of these properties are not shared by several other averages; for gaussian filtering $\overline{U} \neq \overline{U}$, and for
spectral filtering $\overline{U} \overline{U} \neq \overline{U} \overline{U}$, for example. Note that $\overline{U} = \overline{U}$ implies that $\overline{u} = 0$.

In the remainder we assume that the Reynolds rules do apply. Averaging Equation (10) yields then
the mean field induction equation,

$$ \frac{\partial \overline{B}}{\partial t} = \nabla \times (\overline{U} \times \overline{B} + \mathcal{E} - \eta \mathbf{J}), $$

(13)

where

$$ \mathcal{E} = \overline{u} \times b $$

(14)

is the mean EMF. Finding an expression for the correlator $\mathcal{E}$ in terms of the mean fields is a standard
closure problem which is at the heart of mean field theory. In the two-scale approach one assumes that $\mathcal{E}$
can be expanded in powers of the gradients of the mean magnetic field. This suggests the rather general expression

$$ \mathcal{E}_i = \alpha_{ij}(g, \dot{\Omega}, \dot{B}, ...) \overline{B}_j + \eta_{ijk}(g, \dot{\Omega}, \dot{B}, ...) \partial \overline{B}_j / \partial x_k, $$

(15)

where the tensor components $\alpha_{ij}$ and $\eta_{ijk}$ are referred to as turbulent transport coefficient. They depend
on the stratification, angular velocity, and mean magnetic field strength. The dots indicate that the
transport coefficients may also depend on correlators involving the small scale magnetic field, for example
the current helicity of the small scale field. We have also kept only the lowest large scale derivative of
the mean field; higher derivative terms are expected to be smaller.
The general form of the expression for \( \mathcal{E} \) can be determined by rather general considerations. For example, \( \mathcal{E} \) is a polar vector and \( \mathcal{B} \) is an axial vector, so \( \alpha_{ij} \) must be a pseudo-tensor. The simplest pseudo-tensor of rank two that can be constructed using the unit vectors \( \mathbf{g} \) (symbolic for radial density or turbulent velocity gradients) and \( \hat{\Omega} \) (angular velocity) is

\[
\alpha_{ij} = \alpha_1 \delta_{ij} \mathbf{g} \cdot \hat{\Omega} + \alpha_2 \hat{\Omega}_i \hat{\Omega}_j + \alpha_3 \hat{\Omega}_i \hat{\Omega}_j.
\]

Note that the term \( \mathbf{g} \cdot \hat{\Omega} = \cos \theta \) leads to the co-sinusoidal dependence of \( \alpha \) on latitude, \( \theta \), and a change of sign at the equator. Additional terms that are nonlinear in \( \mathbf{g} \) or \( \hat{\Omega} \) enter if the stratification is strong or if the body is rotating rapidly. Likewise, terms involving \( \mathbf{U} \), \( \mathcal{B} \) and \( \mathbf{b} \) may appear if the turbulence becomes affected by strong flows or magnetic fields. In the following section we discuss various approaches to determining the turbulent transport coefficients.

One of the most important outcomes of this theory is a quantitative formula for the coefficient \( \alpha_1 \) in Equation (14) by Krause (1967)

\[
\alpha_1 \mathbf{g} \cdot \hat{\Omega} = -\frac{16}{15} \tau_{\text{cor}}^2 u_{\text{rms}}^2 \mathbf{g} \cdot \nabla \ln(\rho u_{\text{rms}}),
\]

where \( \tau_{\text{cor}} \) is the correlation time, \( u_{\text{rms}} \) the root mean square velocity of the turbulence, and \( \hat{\Omega} \) the angular velocity vector. The other coefficients are given by \( \alpha_2 = \alpha_3 = -\alpha_1/4 \). Throughout most of the solar convection zone, the product \( \rho u_{\text{rms}} \) decreases outward. \( \tau \) Therefore, \( \alpha > 0 \) throughout most of the northern hemisphere. In the southern hemisphere we have \( \alpha < 0 \), and \( \alpha \) varies with colatitude \( \theta \) like \( \cos \theta \). However, this formula also predicts that \( \alpha \) reverses sign very near the bottom of the convection zone where \( u_{\text{rms}} \rightarrow 0 \). This is caused by the relatively sharp drop of \( u_{\text{rms}} \).

7 \( \alpha^2 \) and \( \alpha \Omega \) dynamos: simple solutions

For astrophysical purposes one is usually interested in solutions in spherical or oblate (disc-like) geometries. However, in order to make contact with turbulence simulations in a periodic box, solutions in simpler Cartesian geometry can be useful. Cartesian geometry is also useful for illustrative purposes. In this subsection we review some simple cases.

Mean field dynamos are traditionally divided into two groups: \( \alpha \Omega \) and \( \alpha^2 \) dynamos. The \( \Omega \) effect refers to the amplification of the toroidal field by shear (i.e. differential rotation) and its importance for the sun was recognized very early on. Such shear also naturally occurs in disk galaxies, since they are differentially rotating systems. However, it is still necessary to regenerate the poloidal field. In both stars and galaxies the \( \alpha \) effect is the prime candidate. This explains the name \( \alpha \Omega \) dynamo; see the left hand panel of Figure 5. However, large scale magnetic fields can also be generated by the \( \alpha \) effect alone, so now also the toroidal field has to be generated by the \( \alpha \) effect, in which case one talks about an \( \alpha^2 \) dynamo; see the right hand panel of Figure 5. (The term \( \alpha^2 \Omega \) model is discussed at the end of Section 7.2.)

\[ \text{This can be explained as follows: in the bulk of the solar convection zone the convective flux is approximately constant, and mixing length predicts that it is approximately } \rho u_{\text{rms}}^3. \] This in turn follows from \( F_{\text{conv}} \sim \rho u_{\text{rms}} c_\rho \delta T \) and \( u_{\text{rms}}^2/H_p \sim g\delta T/T \) together with the expression for the pressure scale height \( H_p = (1 - \frac{1}{\gamma}) c_\rho T/g \). Thus, since \( \rho u_{\text{rms}}^3 \approx \text{const.} \), we have \( u_{\text{rms}} \sim \rho^{-1/3} \) and \( \rho u_{\text{rms}}^2 \sim \rho^{2/3} \).
7.1 $\alpha^2$ dynamo in a periodic box

We assume that there is no mean flow, i.e. $\mathbf{U} = 0$, and that the turbulence is homogeneous, so that $\alpha$ and $\eta$ are constant. The mean field induction equation then reads

$$\frac{\partial \mathbf{B}}{\partial t} = \alpha \nabla \times \mathbf{B} + \eta_T \nabla^2 \mathbf{B}, \quad \nabla \cdot \mathbf{B} = 0,$$

(18)

where $\eta_T = \eta + \eta_t$ is the sum of microscopic and turbulent magnetic diffusivity. We can seek solutions of the form

$$\mathbf{B}(x) = \text{Re} \left[ \hat{B}(k) \exp(i k \cdot x + \lambda t) \right].$$

(19)

This leads to the eigenvalue problem $\lambda \hat{B} = \alpha ik \times \hat{B} - \eta_T k^2 \hat{B}$, which can be written in matrix form as

$$\lambda \hat{B} = \begin{pmatrix} -\eta_T k^2 & -\alpha k_z & \alpha k_y \\ \alpha k_z & -\eta_T k^2 & -\alpha k_x \\ -\alpha k_y & \alpha k_x & -\eta_T k^2 \end{pmatrix} \hat{B}.$$  

(20)

This leads to the dispersion relation, $\lambda = \lambda(k)$, given by

$$(\lambda + \eta_T k^2) \left[(\lambda + \eta_T k^2)^2 - \alpha^2 k^2 \right] = 0,$$

(21)

with the three solutions

$$\lambda_0 = -\eta_T k^2, \quad \lambda_{\pm} = -\eta_T k^2 \pm |\alpha k|.$$  

(22)

The eigenfunction corresponding to the eigenvalue $\lambda_0 = -\eta_T k^2$ is proportional to $k$, but this solution is incompatible with solenoidality and has to be dropped. The two remaining branches are shown in Figure 6.

Unstable solutions ($\lambda > 0$) are possible for $0 < \alpha k < \eta_T k^2$. For $\alpha > 0$ this corresponds to the range

$$0 < k < \alpha/\eta_T \equiv k_{\text{crit}}.$$

(23)

For $\alpha < 0$, unstable solutions are obtained for $k_{\text{crit}} < k < 0$. The maximum growth rate is at $k = \frac{1}{2} k_{\text{crit}}$. Such solutions are of some interest, because they have been seen as an additional hump in the magnetic energy spectra from fully three-dimensional turbulence simulations.

7.2 $\alpha \Omega$ dynamo in a periodic box

Next we consider the case with linear shear, and assume $\mathbf{U} = (0, Sx, 0)$, where $S = \text{const}$. This model can be applied as a local model to both accretion discs ($x$ is radius, $y$ is longitude, and $z$ is the height above the midplane) and to stars ($x$ is latitude, $y$ is longitude, and $z$ is radius). For Keplerian discs, the shear is $S = -\frac{3}{2} \Omega$, while for the sun (taking here only radial differential rotation into account) $S = r \partial \Omega / \partial r \approx +0.1 \Omega_\odot$ near the equator.
For simplicity we consider axisymmetric solutions, i.e. $k_y = 0$. The eigenvalue problem takes then the form

$$
\lambda \dot{B} = \begin{pmatrix}
-\eta_T k^2 & -i\alpha k_z & 0 \\
 i\alpha k_z + S & -\eta_T k^2 & -i\alpha k_x \\
 0 & i\alpha k_x & -\eta_T k^2
\end{pmatrix} \dot{B},
$$

(24)

where $\eta_T = \eta + \eta_t$ and $k^2 = k_x^2 + k_z^2$. The dispersion relation is now

$$(\lambda + \eta_T k^2) [(\lambda + \eta_T k^2)^2 + i\alpha Sk_z - \alpha^2 k^2] = 0,$$

(25)

with the solutions

$$\lambda_\pm = -\eta_T k^2 \pm (\alpha^2 k^2 - i\alpha Sk_z)^{1/2}.$$  

(26)

Again, the eigenfunction corresponding to the eigenvalue $\lambda_0 = -\eta_T k^2$ is not compatible with solenoidality and has to be dropped. The two remaining branches are shown in the middle- and right-hand panel of Figure 6 together with the approximate solutions (valid for $\alpha k_z/S \ll 1$)

$$\text{Re}\lambda_\pm \approx -\eta_T k^2 \pm \frac{1}{2}\alpha Sk_z|^{1/2},$$

(27)

$$\text{Im}\lambda_\pm \equiv -\omega_{cyc} \approx \pm \frac{1}{2}\alpha Sk_z|^{1/2},$$

(28)

where we have made use of the fact that $i^{1/2} = (1 + i)/\sqrt{2}$.
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